Mathematical institute Winter term 24/25
Prof. Dr. Moritz Diehl Léo Simpson

Homework accompanying the lecture
“Basics in Applied Mathematics”
Homework 13

Hand in: Tuesday, 28.01.2025, after the lecture in the mailbox at the Math Institut
(Don’t forget to put your name on your homework.
Please hand in your solutions in groups of two.)

Exercise 1 (Overparameterized Linear Least Square; 5 points)

This exercise is inspired from Exercise 7 in Chapter 8 of the book “Optimization for Data
Analysis”, by Stephen Wright and Benjamin Recht.

Consider the linear least squares problem:

. 1 9
min f(z) = 5| Az ] (1)

where A € R™*™ and b € R™.

Assume that m < n and that A has full column rank.

We will note 0 < A\ < Ap < -+ < Ay, the eigenvalues of the matrix AAT.

Note: You can use without proof that the nonzero eigenvalues of AT A are the same as the
nonzero eigenvalues of AAT.

Also, we assume that there exists (at least) one solution z to the linear system Az = b.

a) Characterize the stationary points, local minima and global minima of the optimization

problem .

b) Write down the steepest gradient descent update rule for the optimization problem ,
with the optimal choice of step size.

c) Let xo,...,xx be the iterates of the steepest gradient descent method with zg = 0.

Using the results from the lecture, can we derive an inequality of the form:
Az b < ot £l
for some C' > 0 and p € (0,1)7
d) Define 7y := Axp — b. Show that:
Te+1 = Mrg (3)

for some symmetric matrix M.

Also, provide the eigenvalues of the matrix M.

e) Conclude that we actually have the inequality:
1
Sz — b < Cpf (1)

for some C' > 0 and p € (0, 1).
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Exercise 2 (L2 Penalization for Almost Convex Functions; 5 points)

This exercise is inspired from Exercise 6 in Chapter 3 of the book “Optimization for Data
Analysis”, by Stephen Wright and Benjamin Recht.

Consider the optimization problem of minimizing a function g(z) that is continuously twice
differentiable, but not convex. However, it is almost conver, and L-smooth, i.e. the following
holds:

—¢el, < V%g(z) < MI, (5)

where € > 0 is rather small.
Also, assume that a good guess T of the solution x* is available:

lo* — 2| <7 (6)

for some r > 0.
We choose to apply the gradient descent method to a modified version of the problem:

A
min fi(z) = g(x) + S|z - z|” (7)

where A > 0 is a regularization parameter.

a) Let x3 be the solution of the optimization problem . Prove that the following holds

for all x € R™:
A2

9(x) = g(a") < fa(x) = fa(2}) + =~ (8)

b) Assume that A > e. Then show that fy is p-strongly convex for some p > 0 that you
should specify.

¢) Write down the steepest gradient descent update rule for the optimization problem ,
with the optimal choice of step size.

Hint: For an L-smooth function; the optimal step size choice is o = %
d) Prove, using the results from the lecture, that the following holds:
flag) = f@X) < Caph (9)
where py € (0,1) and Cy > 0 have to be explicitly given.

e) Conclude that for a specific choice of of A (that you should specify), and k > k (where k
is a number that you have to specify), the following holds:

g(zx) — g(a*) < 2er? (10)

Exercise 3 (Gauss-Southwell method; 5 points)

This exercise is inspired from Exercise 4 in Chapter 8 of the book “Optimization for Data
Analysis”, by Stephen Wright and Benjamin Recht.
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The Gauss-Southwell method is the following iterative method:

For k=0,1,2,---:
xp; — oV f(zg)i, if i = argmax|V f(xy),]

Tkl = 7 (11)
Thi otherwise

where zy,; is the i-th component of the vector xj, and « is a step size.

a) Rewrite the Gauss-Southwell method in the standard form:
For k=0,1,2,---:
Tpt1 = T + (k) (12)
where the function ¢ has to be explicitly given.

b) Prove that the function ¢(x) verifies the two following inequalities for all € X

(@)l < 19 5@) (132)
V@) o) > LIV (13b)

¢) Now assume that f is L-smooth. Prove that the iterates of the Gauss-Southwell method
satisfy the following inequality:

Flarer) < flax) = C(@) |V f ()| (14)

where C(«) is a function of « that you have to find.

Hint: Use the following inequality for L-smooth functions:

L
fly) < f@) + V@) (y—2) + Sy ==l
and the inequalities from the previous questions.
d) Find the value & that minimizes the value of C'(«).

e) Now assume that f is p-strongly convex. Proves that the following holds for any x:
1
flx) = f(@") < ZHVJ“(%)II2

Use this result to prove the following inequality for the iterates of the Gauss-Southwell
with a = a:

flax) = f@*) < p" (f(z0) — f(a™)) (15)

where p € (0, 1) have to be explicitly found.

Conclude regarding the convergence of the method for strongly convex functions (and
L-smooth functions).

Exercise 4 (Programming exercise; 3 points)

Open the jupyter notebook, and fill in the missing parts of the code.



